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ABSTRACT

The aim in quantitative photoacoustic imaging (QPI) is to recover the spatial distributions of the optical
absorption and scattering coefficients from an absorbed energy density distribution (a conventional photoa-
coustic image). This paper proposes a gradient-based minimisation approach and demonstrates that functional
gradients may be calculated efficiently by using a finite element model of light transport based on the diffu-
sion approximation, in conjunction with a related adjoint model. The gradients calculated using this adjoint
method are tested against finite-difference estimates, and inversions for the absorption or scattering coefficient
distributions (from simulated data) are shown for the case where the other coefficient is known a priori. Simul-
taneous estimation for both absorption and scattering is ill-posed, and so multiwavelength inversion, in which
the specific absorption spectra of the constituent chromophores and the wavelength-dependence of the scatter
are known, is proposed as a means of ameliorating the ill-posedness. The unknown parameters are now the
spatial variation of the chromphore concentrations and scattering coefficient. It is shown that the functional
gradients for both of these can be obtained straightforwardly from the gradients for absorption and scatter
and require no significant additional calculations. A simulated example is given in which the distributions
of two chromophores with different spectra are recovered from absorbed energy images obtained at multiple
wavelengths, when the scattering is assumed known.
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1. QUANTITATIVE PHOTOACOUSTIC IMAGING

In conventional photoacoustic imaging, or photoacoustic tomography (PAT), an image proportional to the
absorbed optical energy density is reconstructed from measurements of the acoustic (ultrasonic) waves emitted
following the absorption of a short laser pulse. Quantitative photoacoustic imaging (QPI) goes further and
recovers the distributions of the optical coefficients - the absorption and scattering coefficients - or chromophore
concentrations from this absorbed energy density distribution. This is important because it is the absorption
coefficient distribution that is fundamentally related to the tissue morphology and composition. It is the
absorption coefficient, and the related chromophore distributions, rather than the absorbed energy that will
provide information about tissue functionality. It is not possible, in general, to infer physiological parameters or
structure from images of absorbed energy density for two reasons, which may be termed structural and spectral
distortion. An absorbed energy image is not proportional to the underlying absorption coefficient distribution,
la, but is distorted by the light fluence distribution, ®, which, as it depends on pu, too, makes the absorbed
energy a nonlinear function of p,

H = 14P(tta, ) (1)
Furthermore, as the fluence is dependent on the optical wavelength, the absorbed energy spectrum at a given
point will not, in general, be proportional to the absorption coefficient spectrum at that point. It is not,
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therefore, possible to obtain estimates of chromophore concentrations by fitting known specific absorption
spectra directly to absorbed energy images obtained at multiple wavelengths.’

Cox et al.>3 presented a QPI algorithm to correct for the effect of the fluence, based on a fixed-point
iteration of a finite-element(FE) model of the fluence, which can recover the absorption coeflicient distribution
exactly when the scattering is known a priori. The fluence model was based on the diffusion approximation to
the transport equation,

(e +V - KV)® = sources, (2)

where £ = (3(ug + p4))~'. This equation holds when !, > pu,. The §-Eddington approximation can be
used to improve its accuracy close to the surface when the source is a collimated beam.?>® This approach,
although without the §-Eddington correction, was applied to experimental data by Yuan and Jiang.® Ripoll
and Ntziachristos” also describe an inversion scheme based on the diffusion model, which can recover small
perturbations in the absorption coefficient distribution when both the scattering and background absorption
coefficients are known.

2. GRADIENT-BASED QUANTITATIVE PHOTOACOUSTIC IMAGING

In many situations of pratical interest, the scattering distribution will not be known in advance, so to obtain
the absorption coefficient distribution accurately, it is necessary to recover both the absorption and scattering
coefficients simultaneously from the absorbed energy image. One approach to such an inversion is to minimise
the difference between a model of the absorbed energy distribution, H (i, 1)), and a measured image, Hyeqs-
For instance, if the error functional is given by

€ =5 [ (oo~ Hluoust))" av 3)
then one way to estimate p, and p/, would be to minimise €. Consider a cubic PAT image of side 1 cm with cubic
voxels of side 100 um. If the absorption and scattering coefficients within each voxel are to be estimated, then,
even for this small example, there are 2 million unknowns. This is a large-scale inverse problem, and the most
feasible method of solution is one that makes use of the functional gradients, 0 /0p, and 9 /Oy, to inform an
iterative minimisation, such as the conjugate-gradient or Broyden-Fletcher-Goldfarb-Shanno (BFGS) methods.
In fact, inverting simultaneously for p, and p distributions is ill-posed and may have nonunique solutions,
which makes it difficult to recover p, and u simultaneously without some additional information. However,
the functional gradients for the absorption and scattering coefficients will be useful in the multiwavelength
inversion described towards the end of this paper, and so will be introduced here.

2.1. Functional Gradient for Absorption Coefficient
Differentiating Egs. (3) and (1) with respect to p, at a single point xq gives

o€ 0OH
= - a Hmeas —H)d 4
Opta /8[1@( ) v ( )
and OH 00
= d(x — o— 5
o 5(x = x0) + o )
where 0 is the Dirac delta function. Substituting Eq. (5) into Eq. (4) gives
o€ 0P
=-o Hmeas - H - a Hmeas — H)d
fo =~ My = [ ot )av ()

Differentiating Eq. (2) with respect to the absorption coefficient at point Xq, 14 (x0), gives

(fta + V- £V) gi = —®(x — xq). (7)
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Now we introduce the adjoint equation with solution ®*:

‘ (ta +V - 6V)O" = 1 (Hpmeas — H). ‘ (8)

Forming an equation from Eqs. (7) and (8) as follows

B x (1)~ 2 X (8) ()
gives
. b 0 L 9%
" (pg + V- HV)a’ua ~ o (g + V- V)P = —P*DH(x — x0) aMaua(HmeaS H) (10)

By integrating this equation over a volume V with surface S, using the identity

/achdS:/ aV~(ch)dV+/ bVa - VedV, (11)
S 1% 1%

and noting that both 0%/, and ®* — 0 on the boundary S as S — oo, the left-hand side of Eq. (10) becomes
zero, and so

/g—q)ua(Hmeas — H)dV 7/<I>*<I>5(x — x0)dV (12)
lta

= _@*@‘XO (13)

Substituting this result into Eq. (6) shows that the functional gradient for the absorption coefficient can be
written as

08
Ota

—&(Hymeas — H) + ®D* (14)

The functional gradient could be calculated using finite differences by perturbing the absorption at every
point in the image in turn and noting the effect on the error functional £. That would require as many
computational runs of the light model as there are voxels, ie. many thousands or millions. By using the
adjoint method, on the other hand, the functional gradient can be calculated from just two runs: one of the
light model and one of the adjoint model (which is the same basic model but with a different source term).
In this particular case, the second term in Eq. (14) will often be small compared to the first and can be
neglected. In this situation, the adjoint model is not required at all, as the functional gradient is given simply
by —®(Hpeas — H). However, as shown below, the adjoint model is essential for calculating the gradient for

T
2.2. Functional Gradient for Scattering Coefficient

In this section, the functional gradient for the diffusion coefficient x will be obtained in a similar way to that
used above, and from that the gradient for u’ will be calculated. Differentiating Eqgs. (3) and (1) with respect
to Kk at a single point x¢ gives

o0& O0H
- = — a_ Hmeas - H 1
o o ¢ )dv (15)
and OH 0
on_ . o% 1
ok H Ok (16)
% o€ 0
_ = — _aHmeas*Hd 1
5 = | Gna yav (a7)
Differentiating Eq. (2) with respect to x(xg) results in
0P
(o + V- 6V) 2= = =V (6(x = x0)VP) (18)
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Forming an equation from Egs. (18) and (8) as follows

. oD
®* x (18) — Rl (8) (19)
gives
. o® 09 . s od
D" (g + V- HV)% — %(,ua + V- -5V)P*=—-0*V - (§(x —x)VP) — I ta(Hmeas — H) (20)

Integrating over a volume V' with surface S and assuming 0®/9x — 0 on S as S — oo, the left-hand side is
zero (as above with the absorption case) and we are left with

o
(;—H:ua(Hmeas —H)dV = _/CI)*V ’ (6(X - XO)VCI)) av (21)
= —Vor.-vo| (22)
The functional gradient with respect to & is therefore
o€
— =Vo*.- VD 2
o \Y \Y (23)

As the reduced scattering coefficient p/, is related to s, by definition, as x = (3(uq + %)) ™!, this leads to the
relation

o  0& Ok 5 0E
op', Ok O, 3 Ok (24)

and so the functional gradient for the scattering may be written as

&
O

= —3K°VO* . VO (25)

!
S

2.3. Comparison with Finite Difference Estimation

Figure 1 shows the absorption and scattering coefficient distributions for the 25 x 50 pixel, two-dimensional,
examples used in this section. For a pencil beam illuminating this example centrally from below, the absorbed
energy density distribution is shown in Fig. 2. In all these examples the 2D finite element model described in
references [2] and [3] was used, although with a point source close to the boundary representing the collimated
beam.® For the inversions in Section 2.4, Gaussian noise at a constant level was added to the simulated
measurement H,,¢qs, resulting in an absorbed energy-to-noise ratio of -5 to 40 dB depending on position in the
image (because the absorbed energy is spatially varying).
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Figure 1. Absorption coefficient u, (greyscale range 0-0.3 mm™') and reduced scattering coefficient p, (1-6 mm™').
In order to check that the expressions above for the functional gradients are correct, they were compared to

functional gradients calculated using a computationally expensive finite-difference approximation: the absorp-
tion coefficient was perturbed at each point in turn by a small amount Ap,, the change in the error functional
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Figure 2. Absorbed energy density distribution corresponding to the absorption and scattering coefficient distributions
in Fig. 1 when illuminated centrally from below by a pencil beam.

A& was recorded, and a finite difference gradient was calculated as AE/Ap,. The same procedure was used to
estimate the functional gradient for 1. Figure 3 shows the functional gradients €/, and O /dp’,, calculated
both by the adjoint method, Egs. (14) and (25), and the finite difference approximation. Both methods gave
similar gradients, suggesting the adjoint method was formulated correctly. The differences for 9 /dp, were due
to the finite-difference approximation. The left-hand graph, showing 0£/0u,, was plotted using both terms
from Eq. (14) (solid line) as well as just the first term (dashed line). There is little difference, suggesting that
the adjoint model may not be necessary to estimate €/ u,.
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Figure 3. (Left graph) The functional gradient OE /Oy, along the line y = 2 when the estimate for j, = 0.03 mm™".
The circles have been calculated using a finite-difference approximation, the solid line using Eq. (14), and the dashed
line using only the first term from Eq. (14). The dashed line is slightly lower than the solid line. (Right graph) The
functional gradient € /Oy, along the line y = 2 when the estimate for p} is 90% of the true value. Circles: finite
difference, solid line: Eq. (25).

2.4. Separate Inversions for p, and

Figure 4 shows the absorption coefficient estimate obtained from the absorbed energy image by using a gradient-
based minimisation, when the scattering is known a priori. It clearly converges to the true solution, except
around the edges where the signal-to-noise ratio is low. Figure 5 shows the reduced scattering coefficient es-
timate obtained when the absorption coefficient is known a priori. It is clearly more affected by the noise in
Heqs than the absorption estimate, and convergence soon becomes very slow because of the weaker depen-
dence of the absorbed energy on the scattering. (Unlike u, which is strongly related to the absorbed energy
distribution, p/, affects it only through the fluence ®.) In both these examples, the Matlab minimisation
function fminunc.m was used to perform the minimisation. No explicit regularisation was used.
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Figure 4. Absorption coefficient p, (greyscale range 0-0.3 mm™') estimated from the absorbed energy image in Fig. 2
from a starting point of y, = 0.03 mm ™! everywhere. Top right: log of the error functional £. Bottom right: profile of
ta at y = 2 mm, true: solid line, estimated: circles.
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Figure 5. Reduced scattering coefficient 1, (greyscale range 1-6 mm™') estimated from the absorbed energy image in
Fig. 2 from a starting point of u, = 1.8 mm™' everywhere. Top right: log of the error functional £. Bottom right:
profile of u, at y = 2 mm, true: solid line, estimated: circles.
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3. MULTIWAVELENGTH IMAGING

Estimating both u, and p/, from an absorbed energy image obtained at a single wavelength is difficult without
some prior knowledge of the solution, such as a positivity condition or smoothness constraint, to reduce the
ill-posedness. One way to overcome this nonuniqueness is to use absorbed energy images obtained at multiple
wavelengths. Through knowledge of the specific absorption spectra of all the significant chromophores within
the sample, and by assuming the wavelength dependence of the scattering is known, the ill-posedness of the
inversion can be reduced.’

The wavelength-dependent absorption coefficient can be written as a sum of contributions from the major
chromophores in the sample under consideration. If C;(x) are the concentration distributions of the contributing
chromophores and €;(\) are their specific absorption spectra, then the absorption coefficient may be written as

fra (X, A) = Z Cj(x)€i (A)- (26)

The functional gradient for the concentrations can be obtained from the gradient for the absorption through

the chain rule
o0& 0E Oug o0&
e =o€ (27)
8Cj 8ua 80] 8ua
where Opuq/0C; has been obtained by differentiating Eq. (26). In tissue, the wavelength-dependence of the
scattering often approximates to a power law, allowing the reduced scattering coefficient to be written as

we = a(x)A"° (28)

where b is constant and all the spatial variation of u is contained in a(x). The functional gradient for a is
related to the gradient for the scattering:
o 0& ou,  OE

— = = 2
Oa  Opl, Oa 8u’5)\ (29)

3.1. Inversion for Two Chromophore Distributions

In this final example, the scattering is assumed known, and the concentrations of two different chromophores
are estimated from absorbed energy images simulated for four wavelengths using the functional gradient given
by Eq. (29). (In fact, this inversion will also converge when as few as two wavelengths are used.) Fig. 6 shows
the specific absorption coefficient spectra of the two chromphores. This, along with their concentrations given
in Fig. 7, provides the absorption. Simulated absorbed energy images at four wavelengths are shown in Fig. 8.
The functional gradients for the two chromophore concentrations were calculated from Eq. (27) and used in a
minimisation resulting in the estimates in Fig. 9. The rate at which the minimisation converged to this solution
is shown in Fig. 10. It is clear that when the scattering is known, this approach can recover two chromophore
distributions. It is worth noting that these distributions are not apparent from the absorbed energy images
in Fig. 8 and could not be obtained from them directly. This kind of inversion is of considerable practical
interest. For instance, consider a situation in which the absorption of a targetted contrast agent is less than
that of an endogenous chromophore, such as hemoglobin, so the distribution of the contrast agent is not clear
from the absorbed energy images. In such as case, the approach described here could be used to extract the
concentration distribution of the contrast agent from the absorbed energy images despite the presence of the
second, endogenous, chromophore.

4. SUMMARY

Gradient-based methods for estimating the absorption and scattering coefficient distributions from single-
wavelength images, and chromophore concentrations and scattering from multiwavelength images have been
proposed. An adjoint method for estimating the functional gradients has been demonstrated. Simple simulated
examples were given, in which the absorption or scattering coefficient was estimated when the other was known,
and in which two chromophores concentrations were extracted from multiwavelength images. These represent
useful steps towards full quantitative photoacoustic imaging. The next step in this research will be to invert
for the scattering distribution and several chromophore concentrations simultaneously.
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Figure 6. Specific absorption spectra of the two chromophores whose concentrations are shown in Fig. 7. Chromophore

1 is has higher absorption at lower wavelengths.
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Figure 7. The concentration distributions of two chromophores with specific absorption coefficient spectra shown in

Fig. 6 (greyscale 0-70 gl™1).

Proc. of SPIE Vol. 6437 64371T-8



y (mm)

y (mm)

Figure 8. Absorbed energy images at four wavelengths. The absorption is due to the two chromophores whose specific
absorption spectra and concentrations are shown in Figs. 6 and 7 respectively. In this example b = 0, and u/, which is
therefore wavelength-independent, is constant at 1 mm™".
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Figure 9. Estimates of the two chromophore concentrations shown in Fig. 7, obtained using a gradient-based minimi-
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Figure 10. The value of the error functional as a function of iteration number for the minimisation resulting in the
chromophore concentration estimates shown in Fig. 9.
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